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ABSTRACT

          Classical economics has been modified by many eminent researchers in the context of institution. Contribution of Hodgson in the emergence of institutional economics is noteworthy. We are trying to explain that institution is the medium in which performance of economic agents and their relationships take place. Three dimensions of institution have been taken into account, first is the personal construct, second is the written laws and the last one is the unwritten laws. These dimensions of institution are captured by the model namely, relative permittivity. In the present paper the production function is solved for two alternative conditions one is in the presence of institution while other is in the absence of institution. In the presence of institution, joint effect of written and unwritten laws is calculated to capture its role on the production function. This enables to capture the unique role of institutions. The data for the present paper have been generated by a schedule administered to the owners of small and tiny industries of Varanasi Region of Uttar Pradesh (India). Three factors of production have been taken into account, namely labor, capital and technology. The findings of this paper is that the effect of labor laws on the labor is negative while capital and technological laws on capital and technological is positive in terms of written laws; for unwritten laws we get this relationship in reverse order. 
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I. PRODUCTION, PRODUCTIVITY AND PRODUCTION FUNCTION
There have been two important streams of development in studies of production process in the literature in traditional economics. One, what is often called a ‘technical efficiency’ and the ‘allocative efficiency’, the other. Where as the first limits her to the best use of factors of production, the other assumes that the engineering type of problem is already solved and it addresses itself to the question of ‘allocative efficiency’. This efficiency is captured by a production function and is often rightly called as functional relation between physical output and inputs. This implicitly assumes a relationship between maximum output and best combination of inputs. Although some economists do not approve of this already attained optimality and using Data Envelop Analysis, it has been found useful to investigate the causes of inefficiency. The efficiency has been captured by measures of productivity. The model of productivity measurement having similar face as that of production should differ in terms of its ability to solve the formula ‘output / input’ when there are many different outputs and inputs. The measure is used for comparison- be it inter-temporal or inters industries, intra industry, level of business and economy. To assess the productivity at business level, usually it appears as a variable (Profitability being functions of productivity, prices and volume or being function of productivity and price recovery). The two aspects of production and productivity also refer to the static and dynamic aspects of the production process.
It is important to remember that mostly the differences in approaches have been in label of names and are not precisely in terms of concepts. Variables have been different but basic logic has been the same. The theoretical context of such approach has been cost theory or theory of production. The accounting techniques differed in terms of ratio accounting variance, variance accounting and accounting form. In business, the production is measured by the gross value of production and in addition to producers own inputs (capital and labor), it comprises all inputs such as raw material and outsourcing. It has been assigning absolute consideration to all inputs and clubbing them as capital or labor.   

The analysis of production mostly proceeds with solving a production function that occupies an important place in the activities related to production of goods and services at a firm level. A production function is defined as a functional relationship between physical inputs and physical output. In the economics, all the analyses take place around this assumption that factor of production (labor, capital, technology etc.), are independent and in the analysis their individuality is to be maintained. Their correlations, dependencies etc. are taken as error. However, they are interrelated and their absolute and independent existence is not possible. 

There have been lapses in explaining share of factor of production. Therefore, capital or labour deepening process in the context of growth has been insufficiently explained. For neoclassical economist this is difficult to explain the causes of economic growth in general and productivity growth in particular. Their production function model still faces problems in explaining considerable interplant and international differences in productivity (Hodgson, 1996). Hodgson tried to solve this problem in his paper entitled, “Long-Term Economic Growth” with some references such as, Caves and Krause (1980), Clifford Pratten (1976), S. Prais (1981). He writes, “A typical neoclassical response is to suggest that such differences in productivity must be due to either differences in the inputs or mysterious shifts in the production function itself. Attributions of such variations to differences of input have proved problematic. For instance, although there is evidence portraying relatively low levels of capital investment in the U.K., there are serious problems in isolating these as the main cause of low productivity. Differences in the amounts of machinery appeared to be responsible for no more than one-fifth of the average difference in the productivity found in comparable plants in Britain, the USA, West Germany, and France.” Further he explored that low U.K. productivity could not be attributed to low investment in machinery but to inadequate “knowledge of how to create and operate modern machinery efficiently. Certainly, an inferior labor input could be blamed, but the “production function” model is still in some difficulty in explaining the lack of a clear relation between outputs and capital inputs.”
This is the one example that is given by Hodgson to explain the problem in the production function. There are many activities taking place around us that can’t be explained by simple neoclassical production function model. Some time causes of low productivity or low economic growth will be alleged upon labor or capital, or to other factors of production, but the puzzle remains unsolved. Institution may offer a solution.
Differences in level of production, productivity or for that smaller growth have their roots in the rigidities of institution, as argued by the institutionalists. There are two aspects of these processes of ossification. The first is to do with the timing of the industrial revolution in different countries (Hodgson, 1989; Veblen, 1915; Anderson, 1964, Hobsbawm, 1969; Dore, 1973; Phelps, 1977). Another aspect of institutional ossification is the extent to which it has been temporarily arrested and reversed by the upheaval of revolution or wars leading to new regimes and institutions, often of a more dynamic or less conservative hue (Hodgson, 1989; Anderson, 1964; Phelps, 1977; Olson, 1982). Hodgson (1989) analyzed the relationship between the institutional variables and the rate of growth of productivity. He found a very strong relationship between both terms. He analyzed this relationship for different period of time and took four hypotheses for analysis, one, productivity growth was dependent on both on the degree of institutional flexibility and the degree of institutional disruption; second, productivity growth was dependent on the ‘technological gap’ between each country and the lead country (US); third, productivity growth was dependent on the level of investment in each country; and the fourth and last, productivity growth was positively correlated with the growth rate of the manufacturing sector and negatively with the growth rate of employment outside manufacturing. He analyzed on the time series and secondary data that would be true only for the point of time. Using two proxies for two different types of rigidities he concludes that rigidities do put constraint on the growth vis-à-vis on productivity. What is exactly the source of rigidities; how does it operates; remains unsolved. That is to say it substantiates the facts and does not try to decipher the process. The pertinent question remains pertinent as to what are the dimensions of institutions; how they operate as intrinsic or extrinsic force? How the basic assumption regarding behavior should find new operational shift? It should be, perhaps, a search for new paradigm taking production unit as an institutional existence. Perhaps this can be captured from the activities at micro level using cross sectional data.

II. INSTITUTION REVISITED

Some important concepts came into existence from the studies pertaining to institution. One is the personal construct of the individual, while the other one is the medium in which performance takes place i.e., written and unwritten laws. In the light of all, there are three dimensions of institution, one is personal construct, second is written laws and the last one is unwritten laws. In its term, institution is an amalgam of established and preserved social rules that structure social interactions. Institution works as constraint as well as facilitator of behavior. Therefore, “Institution is a medium in which performance of agents and the relationships take place vis -a -vis the influence of medium on the personal construct” (Singh, 2008). Institution tries to form the individual’s personal construct and sometime influenced by this. If the doing is governed by learning, the learning process is governed by three factors viz. ego, environment and heredity.
The law of the land has been taken as visible representative of institution. There is large body of research in the economics suggesting that proper institutions encourage production and bring along growth and wealth, while inefficient institutions disturb and limit economic growth (Williamson, 1985; North 1990 and 1994; and Hall and Jones, 1997). In addition, several studies have associated firm policies and characteristics (such as corporate governance, size, growth, access to external finance and earnings quality) with the institution (e.g. LaPorta et al., 1997 and 2000, Beck, Demirguc-Kunt and Maksimovic, 2005 and Leuz et al., 2003). A well-developed institution supports contractual commitments, which reduce uncertainty and, in turn, benefit profitable investment projects. This suggests that better institutions will generally lead to better performing firms. While previous arguments suggest a positive relation between institutional quality and firm’s performance, the relation could also go in the opposite direction, i.e. lower quality institutions could also benefit firm performance. For example, if the institutional quality is inferior, firms may be able to take advantage by setting higher prices because there is no effective antitrust policy, or they may benefit from corrupt actions by lack of institution (sound rule of law). The empirical evidence also shows that small firms in countries with weak institutions experience more obstructions to grow than big firms (Beck, Demirguc-Kunt and Maksimovic, 2005). 

Herath (2005) explains that the institutional economics delineates the forces that generate and distribute the production of income and wealth of a society by analyzing the nature of transactions and their governing institutions. According to Williamson (2000), the Institutional Economics operates at two levels namely the macro and the micro. The macro level is the set of fundamental political, social, and legal ground rules that establish the basis for production, exchange and distribution. The micro level analysis, also referred to as the institutional arrangement, deals with the institutions of governance. They refer to modes of managing transactions and include the market, quasi-market and hierarchical modes of contracting. An institutional arrangement is basically an arrangement between economic agents that governs the ways in which members can cooperate and/or compete. The view of eeconomists using standard economic theory was, and perhaps still is, that some kind of government action (usually the imposition of taxes) was required to restrain those whose actions had harmful effects on others, often termed as negative externalities. Since standard economic theory assumes transaction costs to be zero. 

The movement from a regime of zero transaction costs to one of positive transaction costs provides importance of the legal system in this new world. Coase (1960) explained in The Problem of Social Cost that what are traded on the market are not, as is often supposed by economists, physical entities but the rights to perform certain actions and the rights which individuals possesses are established by the legal system. While we can imagine in the hypothetical world of zero transaction costs that the parties to an exchange would negotiate to change any provision of the law which prevents them from taking whatever steps are required to increase the value of production, in the real world of positive transaction costs such a procedure would be extremely costly, and would make unprofitable, even where it was allowed, a great deal of such contracting around the law. Because of this, the rights which individuals possess, with their duties and privileges, will be, to a large extent what the institution determines. As a result the legal system will have a profound effect on the working of the economic system and may in certain respects be said to control it. It is obviously desirable that these rights should be assigned to those who can use them most productively and with incentives that lead them to do so and that, to discover and maintain such a distribution of rights, the costs of their transference should be low, through clarity in the law and by making the legal requirements for such transfers less onerous. 
There are many laws for the labor that sometime work as a constraint and they facilitate, the other time. Labor law’s overriding concern is the protection of employment and employees. Its focus is on the employment contract, workplace safety, working hours, and minimum wages. Obviously, taking, e.g. number of laborer or expenditure on labor as one input may give inflated results. Studies have substantiated the impact of law on employment. There is indeterminacy of nature of relationship between minimum wage law and employment. Chang (1985) argues that minimum wage laws affect the employment negatively, while Yaniv (2006) and Rebitzer (1995) views are just opposite. Chang also suggests that minimum wage law affects employment not just in case of compliance, but in case of noncompliance as well. The reason for this is that noncompliance entails the risk of getting caught and punished, consequently raising the marginal cost of labor to the employer. However, Yaniv (2004a, 2004b) demonstrated that noncompliance shifts the labor demand and supply curves leftward and rightward, respectively, therefore acting to reduce the free market wage rate. The effect of noncompliance on the level of employment has consequently become indeterminate. Further he added if employers and workers are risk neutral, noncompliance will bring about a fall in the free market wage rate in a way that leaves the marginal cost of labor intact. Consequently, noncompliance will have no effect on the level of employment (Yaniv, 2006)
 Capital is another important factor of production. Capital is defined as “All those man-made goods which are used in further production of wealth.” Thus, machinery, tools and equipments of all kinds, buildings, all means of transport and communication, raw-materials etc. are included in capital. There are many laws related to capital for industry, such as, foreign direct investment approval, domestic investment approval, working capital, fixed capital, property etc. Demirgüc-Kunt (1998) investigated that in countries whose legal systems score high on an efficiency index, a greater proportion of firms use long-term external financing. An active, though not necessarily large, stock market and a large banking sector are also associated with externally financed firm growth. Further he added that the increased reliance on external financing occurs in part because established firms in countries with well-functioning institutions have lower profit rates. Government subsidies to industry do not increase the proportion of firms relying on external financing.

Now the last but not the least factor of production (for the purpose of present paper) is technology. It is a measure of development. Firms can use various methods to protect their inventions, including patents, secrecy, licensing agreements, and different forms of first mover advantage. Chief among the formal means of such protection is the patent (a component of intellectual property right), defined as the legal right of an inventor to exclude others from making or using a particular invention. This right is customarily limited in time, to 20 years from the date of application submission in most countries. The principle behind the modern patent is that an inventor is allowed a limited amount of time to exclude others from supplying or using an invention in order to encourage inventive activity by preventing immediate imitation. In return, the inventor is required to make the description and implementation of the invention public rather than keeping it secret, allowing others to build more easily on the knowledge contained in his invention (Hall, 2007). Alexius (2007) argues that technological progress is an upward shift of the production function. More output can then be produced using the same amount of input. Further he added production functions are not directly observable, neither is technology.

Unwritten laws incorporate religion, culture, values etc. All the variables of unwritten laws are related to one another. Culture refers to the complex of meanings, symbols, and assumptions about what is good or bad, legitimate or illegitimate those underlie the prevailing practices and norms in a society (Bourdieu, 1972). If civilization is a flower, the culture is its fragrance. Flowers may bloom and vanish, but the fragrance remains the same. Therefore, a man cannot get rid of his own intrinsic cultural essence. As Becker (1996) writes “Individuals have less control over their culture than over other social capital. They cannot alter their ethnicity, race or family history, and only with difficulty can they change their country or religion. Because of the difficulty of changing culture and its low depreciation rate, culture is largely a ‘given’ to individuals throughout their lifetimes.” If he imitates to be some thing else due to the learning process either through environment or the ego, a conflict is caused resulting into multiple selves. John Stuart Mill explained cultural constraints as sometimes more important than even the pursuits of personal interest (1843[1956]). Guiso (2006) writes that presently not only did economics lose interest in its relation with culture, but as economics became more self-confident in its own capabilities, it often sought to explain culture as a mere outcome of economic forces. Institutionally-oriented economist, Landes (1998), emphasized the links from culture to beliefs and values and from beliefs and values to economic outcomes; but they presented their arguments in detailed narrative form rather than with statistical evidence.

Religion is a philosophy of life. It has two main aspects. Firstly; there is relationship between individual and the supreme and secondly; there is relationship between individual and individual or the society. The two aspects are also integrated. Therefore, religion is one that sustains. It is the rule that governs. It may refer to duty or may refer to morality, right conduct or the rules of conduct of a group. This way it is both subjective and objective. It is not static; rather it is dynamic. According to time, space and individual, it varies. Economic models of religious behavior have generated heated debate. Therein, the deepest problem with the economic approach to religion lies in its treatment of belief formation. The terms ‘religious belief’ and ‘religious preferences’ are used interchangeably, interpreting religious behavior as choice under uncertainty (Montgomery, 1996). They use the concept of ‘religious capital’ (Innaccone, 1990). However, it is not clear whether the religious capital is proxy for utilities, probability or both (Montgomery, 1996). They intend to dig into the utility function of an individual and wonder whether; probabilities, incomplete information about ultimate reality and the religious choices made by others do matter.

The value, it is the combination of emotions and cognitions, which ensures a value system. The western philosophical tradition on value system varies from Kantian to Freudian considerations. It is very difficult to define a value. A value is not just a preference but is the preference, which is felt and/or is justified ‘morally’ or by aesthetic judgments, usually by both of these. Patterns of value orientation have been singled out as the most crucial cultural element in the organization of system of action. Cultures have value stands – cognitive, appreciative, and moral. All normal people are metaphysician; all have some desire to locate themselves in a ‘system’, a ‘universe’, a ‘process’, transcending at least the immediate give and take between an individual and his environment (Briton, 1953).


Values play a functional role in work-related processes and outcomes such as job satisfaction, organizational commitment, and work performance (Lam, Schaubroeck, & Aryee, 2002). Although people’s activity in the work domain is likely to depend more on work values than on general values, the role of general values should not be overlooked (Roe & Ester, 1999). Furthermore, general values are ascribed a central role in determining the fit between individuals and the employment organization. The underlying assumption is that people will be happier and more motivated, satisfied, and committed when their values are congruent with those emphasized in the organization or vocational group (Berings, De Fruit, & Bouwen, 2004). An understanding of individual-level differences in values could provide insight into better ways of managing different employees (Francesco & Chen, 2004). Most of the studies that have examined values at the individual level have applied Hofstede’s (1980) framework, arguing that each of his value dimensions varies widely across individuals within a society and that these individual differences have main effects on many outcomes (Farh et al., 2007).

Schwartz (1992) and Schwartz and Sagiv (1995) provide a conceptual framework for the study of values that is based on Rokeach’s (1973) value system. They consider values to consist of beliefs about desirable end-states and modes of conduct that guide evaluations and choices. Values exist in a system that is ordered by importance. More importantly, values transcend specific situations, and consequently, measures of values should not pertain to or refer to any particular situation. This suggests, for example, that values would serve as guides for consumption behaviour, but would not pertain to a specific consumption situation, as this would not be consistent with the trans-situational aspect of values. Schwartz (1994) argues that these characteristics distinguish values from attitudes. 
Man: The Fulcrum
The concept of the individual is one of the most fundamental in contemporary society. It may even be the most fundamental of all factors of production. “The people make the place” (Schneider, 1987). Personal ideology is an individual’s philosophy of how life should be lived and of what forces influence human living. It is found that humanism and normativism are related and are predicted in meaningful ways to cater a value system. In this regard, an assumption concerning human nature, religiosity and political orientation is important (de St. Aubin, 1996). Cultural change can, in principle, occur far more rapidly than genetic because to some degree, their adaptations are designed. Of course, culture is product of gene–based organism, in the sense it is built upon physically evolved mental and emotional machinery. They suggest that more than other dimensions of personality, openness to experiences best accounts for what people value in their life (Dollinges, Leong and Ulieni, 1996). For survival ‘keeping the faith’ is a coping mechanism to adjust with the social transitions of lie. The role of religion and faith are found to be critical elements in one’s personal adaptation to the uncertainty of life events (Colston, 1994).
An individual is generally emotional in the sense of psychological state because it seems the more fundamental sense (Parrott, 1995; Ellsworth, 1995; Lazarus 1995). Emotions express a social relationship but it is an individual’s mind that creates them (Lazarus, 1995). The core of the argument is that emotions are a representation – governed phenomenon and the explanation of how they figure in behavior must as such be undertaken in those terms. Therefore, emotions might be more fundamental in the organization of behavior than cognition. That, in effect people may be emoters before they are cognizers (Charland, 1995). Individual’s emotional foundation is manifested in individual’s value system, religiosity and political orientation (De st Aubin, 1996; Brown, 1996). There is an action tendency associated with every state of emotion. Human beings act in a non calculative way, when they are motivated by considerations beyond (short run) cost and benefit they consider it to be ethically required or even they desire so to behave (Frijda, 1986).

This does not at all establish that they are unresponsive to relative price changes or to material gains. Non- calculative behaviors are an additional motive perfectly compitable with what has so far been a rational behavior. While the relative price is of great importance, it does not exhaust the determinants of human behavior. As a consequence, economists (or rational choice social scientists) on the basis of risk make falls predictions and offer erroneous policy advice. Non calculative human motives and values such as (work and tax) morale, civil virtues social capital trust, and intrinsic motivation need to be taken into account and are more satisfactory explanation for human behavior. Non-calculative human motives therefore, can not be assumed to remain constant but are endogenously determined. A specific and crucial interaction between relative prices and non – calculative motives is called the crowding out effect. External interventions undermine intrinsic motivation under identifiable conditions. This effect is theoretically and empirically well grounded.

People do seem to suffer from the sorts of conflicts which are captured by the idea of multiple selves, there are literary cum philosophical tradition which makes the grappling with these conflicts an important part of what it is to human (Heap, 1989). Therefore, the person is motivated by contradictory desires. Ordinarily e.g., love is categorized as an emotion and held distinct from the desires which motivate our preference ordering. It might be thought to hold little interest for an analysis of economic behavior. But our lives are not so neatly compartmentalized. Many economic activities are affected by non-economic desires, whether they go under the separate label of emotions or not. Therefore behavior based on only rationality is the tip of an iceberg (Heap, 1989). For instance, a central message from Freud makes the action of an individual unintelligible with reference only to the conscious intentions of agents. There are unconscious motives which are expressed in action is convoluted, concealed and complicated ways. Sartre certainly makes the claim that the formation and pursuit like love, is a central feature of the human condition. It can be argued that rational man is not a complete picture of man. Emotions and cognitions form a complete self. As mentioned earlier, literary cum philosophical traditions confirm it. The person is motivated by contradictory desires. The composite force of contradictory events can be captured, perhaps, by the value system. 

Nevertheless, in absolute term individual’ capacity can not be measurable.  The capacity of one person is governed by the other’s capacity. One is directly or indirectly influenced by others. Linn (2005) recognizes that individual attributes can combine in multiple and complex ways to form the group property. He further added that the concept of group level helping was first advanced by George and Bettenhausen (1990), who argued that work groups vary in the extent to which prosocial behaviors are displayed by members and that the incidence of these behaviors may be meaningfully associated with group characteristics and group outcomes. Veblen (1915) refuted the idea that individuals always maximize performance and act rationally. He suggested that performance is conditioned by different social and cultural attitudes prevailing at a particular time. 

III. THE MODEL
In all such studies related to institution and production function, it is clear that they have attempted to establish that institutions do matter; but little attempt has been made to decipher the process. In the present paper researcher has examined the consequence of institution on the factor of production with the help of relative permittivity. Factors may be many. There are living and nonliving factors of production. Living factors are active factors whereas nonliving are passive (Hodgson, 1989). This puts the man at the center. Therefore, it may be concluded that through man even the non living factors exhibits characteristics similar to that of man and, therefore, role of institution. Capital and technology are nonliving (passive) factors of production because they cannot produce anything on their own but, the labor is living (active) one  A laborer (or worker) can think, act and move in different ways and manner and this can function according to his need or the circumstances. A worker can perform his services without co-operation from technology and capital (e.g., thoughts can be output), but technology and capital cannot be put to use for productive purposes unless and until efforts from laborer are made at one time or on the other. 

Given the findings, the contribution of labor, capital and technology is governed by Institution (written and unwritten laws) and this governance should emerge somewhere in the production function.
We begin with a production function O = f (F), where O is output and F is the realized capacity of factor of production given as –
                   F: F= L, K, T                                                   -------------------------(1)

and that may have any mathematical form such as Cobb-Douglas (Cobb and Douglas, 1928), constant elasticity of substitution (Arrow et al., 1961), nested constant elasticity of substitution (Kemfert, 1998), class of variable elasticity of substitution (Revankar, 1971) or a production function of Translog form (Christensen et al., 1971). 

Given the ontology of individual existence, following propositions can be made:

Prop. 1: The realization of ith factor be proportional to the magnitude (given capacity) of factor i and the magnitude (given capacity) of its nearest factor (or composite factor) j of same type. Therefore-  
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Where Fipo is the realization of ith factor in some initial condition ‘o’; Fiq and Fjq are the magnitude of factor i and j, respectively (subscript p is the realization of capacity and subscript q is the actual capacity).

Prop. 2: Realization of ith factor in the initial condition ‘o’ be inversely proportional to the inter-relationship between the factor i and j of same type (e.g., one labor is related to another labor) rij.. This is used as deflator to eliminate overlapping. Therefore-
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Taking both Propositions together
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Where B is used for remaining influences; 
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 represents written and unwritten laws in the medium ‘o’; ‘a’ and ‘b’ are share of written and unwritten laws. 

The basic meaning of permittivity is permission from the medium that is institution. Permittivity is what permits the realization of the actual capacity. In the present study institution incorporates both written and unwritten laws.  Therefore, in some initial condition ‘o’, factor F is permitted to display the capacity that are determined by written laws (
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Equation (4) may be written as 
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The actual capacity of factor (e.g. labor), relationship (e.g., one labor to another labor), etc. could be difficult to measure in absolute terms as it is indeterminate and can be increased or decreased immensely by certain activities.. Therefore, relative permittivity is measured by taking the ratio of two conditions.

For simplicity it is assumed that

1. 
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does not change when the process of production is undertaken in different medium.

2. The parameters a, b that represent proportional influence of written law and unwritten law, remains same.

3. 
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   If the permittivity from another medium of written and unwritten laws is-
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Taking ratio of both the equations,
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Where 
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           The idea of relative permittivity has sound philosophical ground. Nothing has absolute existence. The theory of relativity is essentially concerned with the mathematical transformation of quantities measured in one reference frame to those measured in another frame moving with one constant affair to another. Relative permittivity may be defined as the ratio of relationships between the two situations of institution. Vacuum like situation never exist in the real world, “Nature abhors vacuum” is the old adages. Even in the absence of institution, the institution of nature holds. Therefore for analysis relative permittivity is solved for two alternative situations of institution from initial to present one.

Therefore,  
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Equation (8) can be translated for labor, capital, and technology as 

     
[image: image20.wmf]ipmLgLgipo

LL

wr

hy

=

;   
[image: image21.wmf]ipmKgKgipo

KK

tu

hy

=

;  
[image: image22.wmf]ipmTgTgipo

TT

fl

hy

=

           ----------------(9)


Where 
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are the share of written and written laws for labor, 
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Application of Relative Permittivity in the Nested CES Production Function
In the present paper Nested Constant Elasticity of Substitution has been used for analysis (Note-2). After substituting the actual realization of labor, capital and technology, the production function of Nested CES approach (Kemfert, 1998) with three input factors (labor, capital and technology) can be written as: 
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Share of written laws for both capital and technology is shown by the same symbol 
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and the share of unwritten for capital and technology is shown by the similar symbol
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, because both capital and technology are nested with each other. 

For simplicity the above equation may be written as
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Where 
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; as the Nested CES approach (Kemfert, 1998) is
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where Y is output, K is capital, L is labor, A is efficiency parameter,d1, d2 are distributive parameters, β is substitution parameter, and β > -1, A>0, d1, d2 >0. The substitution elasticity σ is determined as follows: σ= 1/ (1+β).  

Estimable Form of Model
The nested function of above form can be estimated by two stage estimation method. At the first stage the value of d2, α and 
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 are estimated from the following equation (Note-3)
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Using estimated values of
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d

, 
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 and
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, at the second stage the equation for estimation can be written as that gives estimates of all parameters incorporating all information.
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 EMBED Equation.DSMT4  [image: image44.wmf](

)

(

)

22

11

22

22

loglogloglog

Lgipo

YYL

aflafl

bryb

++++

æöæö

+-+-

ç÷ç÷

ç÷ç÷

èøèø


     
[image: image45.wmf](

)

(

)

loglogloglog

KgTgKgTg

afhhalyy

++++



 EMBED Equation.DSMT4  [image: image46.wmf](

)

(

)

1loglog

ipoipo

KT

a

+++

        ---------------(II)

Where 
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For comparing traditional approach to the present one, the nested CES production function without incorporating the relative permittivity variables has been estimated. This is also estimated by two stage estimation method in similar manner. At the first stage the value of d2 and 
[image: image48.wmf]a

are estimated from the following equation                                

        
[image: image49.wmf](

)

(

)

(

)

2

2

loglog1log1log

1

KT

d

RKT

d

aa

=-+++

-

              -----------------------(III)

At the second stage the equation for estimation can be written as-
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Methodology
The data are raised by a schedule administered on the small and tiny industries of Varanasi Region of Uttar Pradesh (India) during Feb. - March 2008. The sample size is 196. In the analysis of relative permittivity the questionnaire contains questions capturing the degree of hindrances caused by written and unwritten laws pertaining to labor, capital and technology. It contained questions relating to labor such as minimum wage law, minimum hour of work, etc.; questions on capital are property right, establishment of industry, etc. questions on technology are acquiring new machinery, intellectual property rights, etc. In the analysis of Nested CES production function the hindrance by capital and technological law is shown by the same symbol φ, because both are nested to each other. In the nested form of CES production function, two stage processes has been used. At the first stage capital and technology are nested to each other subsequent to that, at the second stage this is nested with labor. 
For the qualitative observation, care is taken for objectivity and scale is developed to evolve a “measure” to represent qualities in the terms of quantities. Reliability and validity of the scale is verified. Standardization of scores is done by using formulae: 
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   for ascending ranks. Observations on all variables are standardized for making qualitative and quantitative variables comparable. The SPSS package and MS excel have been used for computation. 
IV. RESULTS AND DISCUSSION

The estimates of the parameter of the function have been mentioned in table 1. The effect by labor laws is negative and the value is -38.83. This provides that the written laws allied to labor confer negative impact on the production. This may be possible because labor law’s overriding concern is the protection of employment and employees. The literature that are available in this context, explains separately the relationship between the constituent of laws (e.g., minimum wage law, minimum hour of work, etc.) and production process. For example, Chang (1985) argues that minimum wage law affects negatively the employment and therefore production, while Yaniv (2006) and Rebitzer (1995) discussed this relationship positively. Our findings support the views of Chang. The hindrances of unwritten laws upon labor are positive and the value is +52.2. This gives that unwritten laws (i.e., culture, religion, values etc.) positively affect the labor and their work and hence the production process. Our findings refute the views of Guiso (2006) and we can say that labor is not negotiating with his unwritten laws and works honestly as he can do.  This can also be taken as positive role of values, customs, religion as opposed to goal of self interest, proposed customarily. 

The hindrances by capital and technological laws are positive and the value is +0.18. There are always some amendments that take place and they affect the production process positively. The hindrances by unwritten laws upon capital and technology are negative. Unwritten laws cannot affect directly to capital and technology but through individual. Perhaps individual could not change their thinking in terms of capital and technology. Individual is not negotiating from his values and hence it is negative. With respect to capital, it can be argued, that social customs, values and social taboos, etc. are against more and more investment and expansion of capital. It can reasonable be asked whether the principle of containment is still playing a role. As for the technology is concerned, the negative role of unwritten laws substantiate the argument of ossification. It further specifies that the ossification is caused mainly by unwritten laws in context of capital and technology but it is through written laws in the context of labor.

In the presence of institution, distribution parameter between nested capital and technology and labor are -0.07, and +1.07 (capital and technology plays negative role in the production function, and labor plays the entire role), while distribution parameter of capital and technology are +0.1424, and +0.8576. Perhaps it is due to the type of data. They are collected only from small and tiny industries of the study area. They are mainly labor intensive and are run primarily by family members. Also such reservation in distribution parameters can be annexed to the written and unwritten laws. The value of substitution parameter between capital and technology is negative and the value is -0.58224, while between nested capital and technology and labor is +0.258606. Likewise, elasticity of substitution between capital and technology is +2.393719, while between nested capital and technology and labor, the value is +0.79453.

In the absence of institution, distribution parameter between nested capital and technology and labor are +0.471921, and +0.528079, while distribution parameter for capital and technology are +0.998858, and +0.001142. The value of substitution parameter between capital and technology and between nested capital and technology and labor is almost same and the values are +10.261, +10.413. Likewise, elasticity of substitution between capital and technology and between nested capital and technology and labor are +0.088802 and +0.087619. The positive value of elasticity of substitution suggests that the two input factors may be interpreted as substitute.


To substantiate the role of institution on the production function, the values are compared between our present model of production function and the traditional model. In the presence of institution substitution parameter between capital and technology is-0.58224 and between nested capital and technology and labor is +0.258606. In the absence of institution substitution parameter between capital and technology is +10.261 and between nested capital and technology and labor is +10.413 (due to the impact of institution i.e., written and unwritten laws). Elasticity of substitution between capital and technology is 2.393719 and between elasticity of substitution between nested capital and technology and labor is 0.79453 in the presence of institution, while in the absence of institution elasticity of substitution between capital and technology is 0.088802 and between elasticity of substitution between nested capital and technology and labor is 0.087619. This is almost 26.96 and 9.09 times higher from the absence of institution for elasticity of substitution between capital and technology and elasticity of substitution between nested capital and technology and labor. 


In the presence of institution distribution parameter for nested capital and technology is -0.07 and for labor is +1.07, while in the absence of institution the values are +0.471921 and 0.528079 respectively. Distribution parameter for capital and technology are +0.1424 and +0.8576 in the presence of institution while in the absence of institution the figures are +0.998858 and 0.001142. The reason is only one i.e., institution.
Table-1
Comparison of Coefficients

	Coefficients
	Definition
	Values With Institution
	Values Without Institution

	ω
	Hindrances by labor laws (Written)
	-38.83
	******

	ρ
	Hindrances by Unwritten laws upon labor (Unwritten)
	52.2
	******

	φ
	Hindrances by Capital and Technological laws (Written)
	0.18
	******

	λ
	Hindrances by Unwritten laws upon Capital and Technology (Unwritten)
	-0.57
	******

	d1
	Distribution parameter for nested Capital and Technology
	-0.07
	0.471921

	1- d1
	Distribution parameter for Labor
	1.07
	0.528079

	d2
	Distribution parameter for Capital
	0.1424
	0.998858

	1-d2
	Distribution parameter for Technology
	0.8576
	0.001142
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	Substitution parameter between Capital and Technology
	-0.58224
	10.261
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	Substitution parameter between nested Capital and Technology and Labor
	0.258606
	10.413
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	Elasticity of  substitution  between  Capital and Technology
	2.393719
	0.088802
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	Elasticity of substitution between nested Capital and Technology and Labor
	0.79453
	0.087619


V. CONCLUSION


The purpose of this study has been to investigate the institutional role (i.e., written and unwritten laws) on the production function. To this effect, this study proposes an alternative theoretical framework based on the production function of Nested CES type and correct its parameters by using relative permittivity model. The effect of labor laws is negative on the production, while the effect of unwritten laws upon labor is positive. For capital and technological laws, effect is positive on the production and the effect of unwritten laws upon capital and technology is negative. Data are collected on the basis of schedule. The main results are that the institutional effects on the production function are significant. Our analysis tries to correct the inadequacy from the traditional models of Nested CES production function. The parameters in absence and in presence of institutional variables are different. This suggests that proposition of rigidity or ossification need to be specified in reference to the individual factor of production. It is worth noting that opposite of ossification i.e., facilitation may also be a case. In general institutional approach adds to the precision. 
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NOTE-1:

Let, 
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 denote some ‘measure’ of hindrances caused by written and unwritten laws respectively in performing economic activities. 
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If 
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 denotes measure for conversion of real permittivity into nominal permittivity. 
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denotes the cost of coping with written laws and unwritten laws. Let, 
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 maximizes net monetary gain from permittivity. Therefore, 
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The first order conditions for optimizing Z are 
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Let, a and b be the fractions of total monetary effect due to nominal permittivity paid for coping with written and unwritten laws respectively. 

Then,                   
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From (3) and (5) we can have
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As, 
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. Therefore, the above expression can be written as,           
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Similarly,           
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The expressions (8) and (9) are partial differential equations. It is known, 
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where c is the constant of integration, therefore, from (8) and (9) 
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Combining (10) and (11), we have
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Exponentiation of both sides of expression (12) and let
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From equations (1) and (13), we have
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NOTE-2: 

Taking capital, labor and technology, capital and labor are strongly correlated (nearing 1) in preliminary estimation of production function of simple Cobb-Douglas. Therefore, it may be proposed that technology is and independent choice. Once a kind of technology is chosen, combination of labor and capital is automatically determined. Capital, labor and technology are not independent choices. Also, given alternative choices of nesting, nesting of capital and technology gives satisfactory results in the terms of statistical indicators. 

NOTE-3:

Given the realized capacity of factors of production as,
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And the nested CES production function as
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For the linearly homogeneous production function the factors K and T are nested, the substitution parameters are same as 
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for both the factors. This restricts us to treat relative permittivity parameters to be same for these factors. Therefore (1) reduces to substituting the values of
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Differentiating equation (3) with respect to L, K and T partially we get marginal productivity of labor (
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), of capital (
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Taking ratio
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Taking log of
[image: image114.wmf]LK

R

, 
[image: image115.wmf]KT

R

and 
[image: image116.wmf]TL

R



[image: image117.wmf](

)

(

)

(

)

(

)

1

12

11

loglogloglog1log

1

LKLgLgipo

d

RL

dd

fl

bwhbryb

wr

-++

=---+

++


                  
[image: image118.wmf](

)

(

)

(

)

2

1

1log1log

1

KgKgipo

LoglogKY

bwr

alyafha

afl

ìü

++

ïï

++++++

íý

++

ïï

îþ

                -------(10)


[image: image119.wmf](

)

(

)

(

)

2

2

loglogloglogloglog

1

KTTgKgTgKg

d

R

d

afhhalyy

=+-+-

-



 EMBED Equation.DSMT4  [image: image120.wmf](

)

(

)

1loglog

ipoipo

TK

a

++-

  --(11)


[image: image121.wmf](

)

(

)

(

)

(

)

(

)

12

1

11

loglogloglog1log

11

TLTgTgipo

dd

RT

d

wr

afhalya

fl

-++

=---+

-++


                  
[image: image122.wmf](

)

(

)

(

)

2

1

1logloglog1log

1

LgLgipo

YL

bwr

bwhbryb

afl

ìü

++

ïï

-+++++

íý

++

ïï

îþ

                 -----(12)


[image: image123.wmf](

)

(

)

(

)

(

)

22

1

2

2

122

11

logloglog2log2log

11

LKTLLgLg

d

RR

ddd

fl

bwhbry

wr

ìü

-++

ïï

-=--

íý

++-

ïï

îþ



[image: image124.wmf](

)

(

)

(

)

21logloglogloglog

ipoKgTgKgTg

L

bafhhalyy

-+++++



 EMBED Equation.DSMT4  [image: image125.wmf](

)

(

)

(

)

(

)

2

2

1

1loglog1log

1

ipoipo

KTY

bwr

a

afl

ìü

++

ïï

+++++

íý

++

ïï

îþ

                          

                                                                                                                      -----------(13)

[image: image126.wmf][

]

(

)

22

222

logloglog1loglog

LKTLipo

RRddLY

éù

-+-+-

éù

ëû

ëû


   
[image: image127.wmf](

)

(

)

(

)

(

)

2

1

1

2

2

1

11

2logloglog

1

Lg

d

Y

d

afl

fl

bwh

wr

++

æö

ìü

-++

ïï

=+-

ç÷

íý

ç÷

++

ïï

îþ

èø



 EMBED Equation.DSMT4  [image: image128.wmf](

)

(

)

22

11

22

22

loglogloglog

Lgipo

YYL

aflafl

bryb

++++

æöæö

+-+-

ç÷ç÷

ç÷ç÷

èøèø

       
[image: image129.wmf](

)

(

)

(

)

(

)

loglogloglog1loglog

KgTgKgTgipoipo

KT

afhhalyya

+++++++

   -------------------(14)

The equation (14) uses the estimated values of
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, estimated by equation number (11) and re-estimate them together with remaining estimates.
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